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Introduction

Gender differences exist in performance on admissions tests used for entry to higher education in Science, Technology, Engineering and Mathematics (STEM) fields. For example, in the BioMedical Admissions Test (BMAT), which is developed by Cambridge Assessment Admissions Testing, males tend to score higher than females in Sections 1 (Thinking Skills) and 2 (Scientific Knowledge and Applications), and females score higher than males in Section 3 (Writing Task) (Emery, 2013). In order to understand whether gender differences in admissions test performance may reflect true differences in the domains of interest and/or general societal biases in those pursuing scientific study, researchers at Cambridge Assessment Admissions Testing conducted a literature review.

Research Questions

The following questions were of particular interest:

1. To what extent do differences in test scores represent some truth in the domains of interest in terms of:
   a. Sampling?
   b. Ability?
   c. Test score variance?
   d. Developmental differences?

2. To what extent do differences in STEM admissions test scores reflect a general societal bias against females in terms of:
   a. Participation in STEM subjects?
   b. Method effect?

This review was conducted between 2015 and 2018 and covers work undertaken in relation to STEM subjects up to 2017. The studies reviewed cover a variety of age groups. In terms of sample selection, most studies reviewed include large-scale studies with some degree of range restriction that sample from the top end of their respective distributions, as university admissions tests focus on the selection of individuals who have already attained high grades in their subject specialisms.

The review will address the hypothesis that the score distributions of males and females are different, with males exhibiting greater score variance. The review will identify what differences occur in test results between males and females and consider to what extent these differences are replicated in different contexts and different age groups. It will evaluate the strength of the evidence

1 STEM subjects here are defined according to the definition outlined by the House of Lords and JACS 3 subject categorisations provided by Higher Education Statistics Agency Limited (2014):
   https://publications.parliament.uk/pa/ld201213/ldselect/ldsctech/37/3705.htm#note9

2 This review largely focuses on physical and mathematical sciences, but also includes geography and computer sciences.

3 Section 1 was formerly known as ‘Aptitude and Skills’.
associated with claims they make. It will also investigate hypotheses regarding behavioural
differences between males and females in terms of the academic pathways they select, what
influences these choices, and how males and females react to competitive testing situations.

Table 1 Abbreviations used in this review

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMC</td>
<td>American Mathematics Competitions</td>
</tr>
<tr>
<td>AAUW</td>
<td>American Association of University Women</td>
</tr>
<tr>
<td>BMAT</td>
<td>BioMedical Admissions Test</td>
</tr>
<tr>
<td>DPP</td>
<td>Deprivation Pupil Premium</td>
</tr>
<tr>
<td>EAL</td>
<td>English as an Additional Language</td>
</tr>
<tr>
<td>ECLS</td>
<td>Early Childhood Longitudinal Study</td>
</tr>
<tr>
<td>ESSA</td>
<td>Every Student Succeeds Act</td>
</tr>
<tr>
<td>FSM</td>
<td>Free school meals</td>
</tr>
<tr>
<td>GGI</td>
<td>Gender Gap Index</td>
</tr>
<tr>
<td>GPA</td>
<td>Grade point average</td>
</tr>
<tr>
<td>HSB</td>
<td>High School and Beyond</td>
</tr>
<tr>
<td>IEA</td>
<td>Evaluation of International Achievement</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic resonance imaging</td>
</tr>
<tr>
<td>NAEP</td>
<td>National Assessment of Educational Progress</td>
</tr>
<tr>
<td>NCLB</td>
<td>No Child Left Behind</td>
</tr>
<tr>
<td>NLSY</td>
<td>National Longitudinal Survey of Youth</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>PISA</td>
<td>Programme for International Student Assessment</td>
</tr>
<tr>
<td>SAT</td>
<td>Scholarly Aptitude Test (formerly)</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>SEN</td>
<td>Special educational needs</td>
</tr>
<tr>
<td>SMS</td>
<td>Scottish Mental Survey</td>
</tr>
<tr>
<td>ST</td>
<td>Stereotype threat</td>
</tr>
<tr>
<td>STEM</td>
<td>Science, Technology, Engineering and Mathematics</td>
</tr>
<tr>
<td>TFA</td>
<td>true-false-abstain</td>
</tr>
<tr>
<td>TIMSS</td>
<td>Trends in International Mathematics and Science Study</td>
</tr>
<tr>
<td>VR</td>
<td>Variance ratio</td>
</tr>
</tbody>
</table>
Context

The study of differences in educational attainment between genders is controversial. It is a high-profile topic given that governments and media organisations focus on test scores as a barometer of the economic health of a nation. The Wall Street Journal proclaimed Programme for International Student Assessment (PISA) 2000 data, in which the United States ranked 20th out of 41 countries, an ‘economic time bomb’ (Kronholz, 2004). Similarly, when test scores reveal differences in performance between genders, many popular books are written on the subject with alarmist titles, e.g. Failing at Fairness: How America’s Schools Cheat Girls (Sadker and Sadker, 1994), or The War Against Boys (Sommers, 2000). Public discussion becomes heated, with rival interpretations of whether these gender differences are based on genuine psychological or neurological differences in men and women, or the result of social conditioning from an early age which predisposes men to make stereotypically ‘masculine’ choices and women to make ‘feminine’ choices. Attention with regard to social inequality focuses almost exclusively on the most privileged positions in society, such as highlighting that Nobel Prize winners are almost exclusively male. Larry Summers (2005), at that time the President of Harvard University, drew attention to research that claimed this is due to over-representation of males at the top end of the population distribution in mental aptitude. However, various commentators have argued that such findings should not be used to make normative claims about gender differences, and some have implied that ideology is overriding impartial analysis of scientific data (e.g. ‘The blank slate: The modern denial of human nature’, Pinker, 2002).

Feminist thinking is inclined to consider visible differences in test scores, and the subsequent earning power of men and women, to be the result of historically-entrenched systemic social forces which both overtly and covertly favour men in the workplace and society more generally. They point to countries which demonstrate less inequality between males and females as the result of those countries’ forward-thinking policies, which have been actively introducing legislation aimed at reducing gender inequality, thus proving that the inequality was the result of structural forces and institutional sexism rather than being reflective of innate ability. The Nordic countries are usually cited, for introducing policies such as mandatory paternal leave, generous parental leave benefits for both men and women, social insurance and tax incentives for employers have lowered the opportunity cost of having children, and board quotas that have ensured 40 per cent representation for women on executive boards (Zahidi, 2013).

Stereotyped claims about innate differences between boys and girls such as ‘brain researchers have proven that boys learn differently than girls’, an opinion made by a teacher reported in Halpern et al. (2011), are typical of claims made in popular science books which address the topic of male/female differences. These books often make claims or form narratives on the basis of isolated studies rather than meta-analysis relating to large samples which are more representative of populations (Halpern et al., 2011). Nonetheless, the view persists that gender differences in abilities are innate, i.e., due to genetic inheritance and other biological factors, rather than considering the interaction of genetics/biology with environmental factors. This review will not postulate on innate vs. environmental factors in impacting on male and female test scores. Instead, it is concerned with the range of variables impacting on developmental differences between males and females and to what extent these are observable in test scores.

It should also be noted that the literature referred to within this review often (incorrectly) conflates the terms ‘sex’ and ‘gender’ and as such, has not examined each construct separately or

---

3 Opportunity cost refers to ‘the potential benefits that an individual […] misses out on when choosing one alternative over another’ (Fernando, 2022):
https://www.investopedia.com/terms/o/opportunitycost.asp#:~:text=Opportunity%20cost%20is%20the%20for%20gone,and%20weighed%20against%20the%20others
acknowledged the interaction between the two (see Rioux et al., 2022, for a discussion of this issue). Moreover, the reviewed research literature conceptualises gender/sex as representing two mutually exclusive categories: boys/men/males and girls/women/females. We recognise that such a view is problematic (ibid.) as the research findings may not reflect the diversity of experiences of individuals that fall outside these binaries. However, for accuracy we summarise the research literature referring to the terminology and the grouping of samples used in the reviewed studies. We expect that future research may take a more inclusive view of gender identity when investigating gender differences in STEM.

This review is organised under headings related to the research questions outlined above, starting with studies looking at identifying differences between males and females in test scores, and explanations of differences encountered in terms of sampling and developmental differences. It then examines studies which explore wider issues around participation in STEM subjects and how male and female students react differently to test situations which may impact upon test scores.

### Sampling and Reporting

Hyde (1981, p.899) identified sampling issues in comparing males to females in different cognitive abilities. Comparing genders in a population in which males and females have elected the same pathway (e.g. an advanced mathematics course) means that claims cannot be made about a population after cut-off points have been established to determine abilities. Thus, studies attempting to make claims about males and females in general require random sampling of a population rather than a truncated, self-selecting sample. Emergent differences should then be analysed to identify causes, be they developmental or cultural.

Studies which take convenience samples from undergraduate courses have already sampled for exceptional verbal and mathematical reasoning (depending on the academic pathways). Studies comparing males and females in high school physics may select students after they have elected to study the subject, biasing towards the top end of the distribution in potential for success in that subject (Willingham & Cole, 2010). Even tests which gather information about large numbers of test takers tend to target specific populations which are often self-selecting. The SAT (formerly the Scholastic Aptitude Test), for example, targets individuals who are applying for higher education in the United States. The test population is therefore pre-selected for talent.

Questions of the representativeness of individual samples are relatively easy to address given that national populations are usually well-defined by census information. Studies which sample talented populations, that is, pre-selected for talent in some respect, will have already skewed their sample and will therefore not shed much light on the origins of the differences between males and females with respect to test scores. Biases with respect to sampling may be relatively small, especially in large-scale studies involving thousands of participants, but if the difference between males and females is also small, then these differences may mask or exaggerate any potential emergent differences (Hedges & Nowell, 1995, p.42).

However, studies analysing extremely large samples also create a problem, in that such studies are more likely to produce statistically significant outcomes which are a function of the massive sample size; they may be very small differences yet are determined to be significant, whilst accounting for very little overall variance. This is known as the ‘crud factor’ (Meehl, 1990) and is important in considering the meaningfulness of statistically significant findings. This emphasises the importance of establishing effect size of individual studies. Small-scale, locally produced studies of difference between genders do not often make claims about differences between males and females as a
whole, but make claims about the males and females within their local population, or within the programme on which they are enrolled. Such studies use this information to tailor course materials or pedagogical practices to the requirements of their students, rather than make psychological claims about why these differences occurred. These studies will therefore not form the basis of discussion, but may be included if they shed light on how differences between males and females occur in specific contexts.

Taking all this into consideration, the majority of studies described in this review will be those which have attempted to sample randomly across school-aged populations in one region or country, and therefore have extremely large samples (n > 10,000), and which use instruments that target general verbal, spatial and quantitative ability which may be replicated, rather than locally-produced tests which may have validity or reliability issues and which cannot easily be replicated.

Analysis of differences between males’ and females’ test scores is usually achieved through national surveys or standardised tests, as these are conducted on large sample sizes in order to generalise the findings. Specifically, it is investigated through analysis of standardised differences in mean score between males and females divided by the standard deviation in the population (the average of male and female standard deviation). National surveys tend to include a range of subject areas in which either males or females are traditionally regarded as strong. These include vocabulary, reading comprehension, verbal ability, arithmetic, physical and biological sciences, and a composite of spatial and verbal reasoning.

In order to establish a general claim of the differences between males and females in terms of test scores in scientific subjects, the review focuses on meta-analytic studies. *Meta-analysis* is a means of combining results of multiple quantitative research studies, commonly citing effect sizes as a standardised method of comparing outcomes. This is preferred to statistical significance, as outcomes are highly dependent on sample size. Meta-analysis compares multiple effect sizes from different large-scale studies to determine consistency and magnitude of a finding across contexts.

**Ability (United States and UK)**

The review includes several high-profile large-scale meta-analytic studies published in *Science*. These tend to be conducted in the United States, but have received widespread attention in establishing what claims can be made regarding gender-based differences in STEM subject scores (Dee, 2006; Hedges & Nowell, 1995; Hyde & Linn, 2006; Hyde, Lindberg, Linn, Ellis, & Williams, 2008; Maccoby & Jacklin, 1974; Nowell & Hedges, 1998). Maccoby and Jacklin (1974) concluded that gender differences have reliably emerged across studies: males tend to outperform females in visual and spatial ability and females outperform males in verbal ability. Their conclusion is indicative of widespread claims in education, based on an extensive body of literature, which has been increasingly critiqued.

Hyde (1981), for example, questioned these claims and subjected the studies included in Maccoby and Jacklin’s analysis to two meta-analytic techniques to assess the magnitude of gender effects (omega-squared and d). Hyde specifically argued that statistical significance to identify a difference is insufficient to make a claim of an established gender difference given the large overlap between populations, and argued that the magnitude (recorded in effect size) was more important in determining the significance of identifiable gender differences (Hyde, 1981). In her meta-analysis, she determined that effect sizes of the studies cited by Maccoby and Jacklin varied between .01 and .45 – small to medium effects (using Cohen’s (1977) effect size interpretation: above 0.8 is large, above 0.5 is medium and 0.2 is small; see Table 2). Hyde declared that the ‘well-established’ gender
differences in these areas were in fact minimal, with gender accounting for 1–5 per cent of the variance in test scores.

Table 2 Cohen’s (1977) effect size interpretation

<table>
<thead>
<tr>
<th>Magnitude of effect</th>
<th>Cohen’s d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large</td>
<td>&gt; 0.8</td>
</tr>
<tr>
<td>Medium</td>
<td>&gt; 0.5</td>
</tr>
<tr>
<td>Small</td>
<td>&gt; 0.2</td>
</tr>
</tbody>
</table>

Hedges and Nowell (1995) collected data from six large datasets (United States national surveys) containing data from 1960 to 1992. The sample sizes of these studies ranged from 11,914 to 73,425, with ages ranging from 14–22. Sampling weights from each survey were used to create estimates of national means and variances for males and females. The effect size of the difference between males and females was estimated by subtracting the mean of female scores from male scores and dividing the difference by the estimate of the whole population’s national standard deviation. The authors found that, on average, females performed better on tests of reading comprehension, perceptual speed, and associative memory, whereas males performed better on tests of mathematics and social studies. However, commensurate with the findings of Hyde (1981), the majority of effect sizes are small to medium. Large effect sizes were recorded in stereotypically male domains, such as mechanical reasoning, electronics and auto repair procedures. No evidence emerged of substantive changes to these trends occurring over the three decades for which data was collected. However, each of these datasets were based on different cohorts at different ages at different times, using different instruments. Thus, the study cannot claim to represent a longitudinal study across the 30-year period for which data was collected.

Nowell and Hedges (1998) went some way to mitigating the weaknesses of the 1995 study. Their study used eight samples of test scores, using data gathered for the 1995 study updated with additional data from the National Assessment of Educational Progress (NAEP) dated 1971 to 1994. The study focused on the United States twelfth-grade population to estimate trends in the data from 1960 to 1994 and, between-instrument variance was computed as part of the study to estimate how much score variability could be determined by choice of instrument. NAEP data was analysed separately. Nowell and Hedges replicated the findings from the original study, with males scoring higher on tests of mathematics and science, and females scoring higher on tests of reading, perceptual speed, and writing, although the effect sizes of differences were once again small (in the magnitude of 0.1 to 0.3). This study found that mean differences in test scores for gender have not significantly changed in the time period for which data was gathered.

White (1992) identified a noticeable and growing gap between male and female test scores from as young as nine years old in the NAEP dataset. In 1990, the mathematics performance of nine-year-old girls equalled their male counterparts, but in science, scored three points lower (on a 300-point scale) than boys, a statistically significant difference. The gap in science performance narrowed between 1973 and 1990. Matyas (1985) argued that by the age of nine, girls already suffer from a deficit in access to scientific investigations in the classroom, which may not cause this difference, but certainly exacerbates it. By the age of 13, the mathematics achievement scores remained consistent in the NAEP dataset, but the science gap had increased to seven points. This gap widened to a 10-point difference between males and females among 17-year-olds. The author notes that this gap has grown between 1973 and 1992 rather than shrank. A more recent analysis of NAEP data from 1990 to 2011 confirmed the existence of small gender differences in mathematics and science favouring males (Reilly, Neumann, & Andrews, 2015).
Regarding early years, the Department of Education’s Early Childhood Longitudinal Study (ECLS) data suggests that when children enter kindergarten, girls and boys perform similarly on tests of both reading and mathematics (Dee, 2006). The difference in reading appears to be established by the age of 13, whereas male advantages in science and mathematics progress smoothly from the ages of 9–17, although the difference in science is greater than in mathematics. But by the ages of 9–10, boys outperform girls in mathematics and science, while girls outperform boys in reading. By the age of 17, girls outperform boys in reading by 0.31 SD, and boys outperform girls in science by 0.22 SD and in mathematics by 0.1 SD. However, there is evidence that when observed on a larger scale, these differences become more marginal.

Hyde and Linn (2006) argued that there is no meaningful difference between male and female mathematics ability in the wider population (prior to adolescence) and that this was true for all ethnic groups. The authors presented evidence from a meta-study of 46 reports conducting meta-analysis of gender influence in test scores, which together summarise more than 5,000 individual studies with seven million participants. Of the findings across the 46 papers, 30 per cent were trivial (d < 0.10), and 48 per cent were small. Additionally, when Hyde and Linn (2006, p.600) examined NAEP data from 2005 (to update the findings of Nowell & Hedges, 1998), they identified a 4-point difference between boys and girls (on a 300-point scale) in fourth grade science scores. This difference was statistically significant due to the large sample size (approximately 100,000), but this returned an effect size of only 0.12 for fourth grade scores and 0.11 for twelfth grade, consistent with the earlier findings, and indicative of consistency throughout middle and high school education.

Wider social changes regarding the participation of women in STEM subjects and careers appear to reflect the closing gap. In 2001, women earned 48 per cent of the bachelor’s degrees in mathematics in the United States (Hyde & Linn, 2006, p.599). Hyde et al. (2008) conducted a further meta-analysis by obtaining detailed information from 10 states in the United States for one year across grades 2–11 for mathematics performance. Consistent with the earlier study, this dataset was combined to form a sample size of more than seven million test takers. Effect sizes for gender differences across all ages were less than 0.10.

A number of robust studies have been conducted to identify differences between male and female test scores in the last few decades, which have been effectively summarised in meta-analytic studies. These have received considerable attention in the literature and suggest that mean differences between genders exist in science and mathematics scores, in which males outperform females, although the gap has narrowed (suggesting a movement towards equality). However, the gender difference in reading and writing (in which females outperform males) remains consistent. These trends were observed across instruments and samples. However, effect sizes of these differences tend to be either small or medium. The narrowing of the performance gap between males and females in mathematics may reflect the result of successive policies to encourage greater participation by women in STEM subjects in the United States, beginning with the 1972 Education Amendments which prohibited sex discrimination at all levels of education.

With regard to gender differences in test scores in the UK specifically, Bramley, Vidal Rodeiro and Vitello (2015) conducted an analysis of GCSE entry and performance in 2014. Although boys outnumbered girls in some STEM GCSE specifications such as engineering and computer studies, entries were similar for mathematics and single science specifications. In terms of performance, there was a tendency for girls to outperform boys across all subjects. There were small gender gaps in the number of candidates gaining A* or C grades in mathematics and science specifications. However, the authors note that the interpretation of these differences is complicated by grade boundary decisions. Thus, gender differences in performance were also examined in terms of a scale-free measure, the ‘probability of superiority’ statistic. This statistic is ‘the probability that a
randomly sampled boy would have a higher score than a randomly sampled girl, with the
(hypothetical) sampling coming from the actual distribution of scores on the exam’ (Bramley et al.,
2015, p.8). Using this measure to analyse gender differences in OCR GCSE specifications, the authors
reported that girls tended to do better than boys in all STEM subjects, with the exception of two
applied mathematics specifications. Generally, the probability of superiority statistic was smaller for
STEM subjects than for humanities, languages and expressive subjects. Collectively these findings
suggest that males and females have similar performance in STEM subjects at GCSE level, but it
should be noted that this analysis inspected one year only.

Ability (Internationally)

In order to provide a more international picture beyond the United States and UK, the review also
considered studies that used data from the Programme for International Student Assessment (PISA)
and Trends in International Mathematics and Science Study (TIMSS).

PISA surveys are produced by the Organisation for Economic Co-operation and Development (OECD)
and take place in three-year cycles4. The first survey took place in 2000. They collect information
about 15-year-old students in the areas of mathematics, science and reading from across 90
countries and economies. Tests are reproduced and translated across all OECD members and select
partner countries. Since its inception, the total number of student participants has grown from
265,000 to more than 500,000. It therefore forms the basis of comparison of different countries’
educational performance. One of the aims of the surveys is to discern differences between countries
in the relationships between student-level factors (such as gender and socio-economic background)
and achievement (OECD, 2012). PISA tests are designed by the OECD to be free of cultural biases,
although this intention does not guarantee that they are, as Soh (2014) notes that overall country
performance is skewed if a large proportion of the test takers speak the language of instruction as a
second language.

TIMSS is an international assessment of mathematics and science learning in Year 5 and Year 9
students which takes place in four-year cycles5. TIMSS surveys are conducted by the International
Association for the Evaluation of International Achievement (IEA), in collaboration with Statistics
Canada and the Educational Testing Service. TIMSS assesses the attained curriculum and focuses
more on teacher- and school-level variables than PISA.

González de San Román and de la Rica (2012) argue that female students underperform relative to
males in PISA maths scores (2009 cohort), although females tend to outperform males in the PISA
reading tests. The findings suggested that social norms and the parental transmission of role
attitudes to children were crucial determinants of these gender differences and the authors noted
that enhanced gender equality was associated with substantially improved maths performance by
girls. Gender equality was measured through the World Economic Forum’s Gender Gap Index (GGI).
The GGI measures four dimensions of equality: health (e.g. life expectancy), political participation,
economic participation, and educational attainment. The OECD (2015a) reported problem solving
PISA scores for 2012 by gender: boys generally outperformed girls. Of the 44 countries and regions
included in the PISA data, in 24 boys outperformed girls by a statistically significant margin, in four
girls outperformed boys by a significant margin and in 16 there was no significant difference
between boys and girls. In the top six performing countries/regions, boys outperformed girls by a
significant margin.

---

4 https://www.oecd.org/pisa/
5 https://timssandpirls.bc.edu/timss-landing.html
Guiso, Monte, Sapienza and Zingales (2008) demonstrated that there were no systemic differences in mean attainment between males and females. The authors used 2003 PISA data that reported on 276,165 15-year-old students from 40 countries. There was wide variation between male and female test scores between countries, with boys outscoring girls by an overall average of 10.5 points. However, this discrepancy is inversely correlated with measures of gender equality across participating countries, with gender differences in test scores disappearing as countries become more politically and socially equal. Those countries with the highest gender equality scores such as Norway and Sweden did not report a difference between males and females in mathematics scores.

Else-Quest, Hyde and Linn (2010) reported similar findings from their analysis of the 2003 PISA and TIMSS data sets. These authors found that the size and direction of gender differences in maths and science performance varied by nation. In line with previous studies, most effect sizes were low to moderate and gender differences were smallest or non-existent in more gender equal countries.

Caution should be taken with regard to interpreting the GGI. Rankings strictly relate to differences between men and women; therefore, countries which exhibit low inequality but low overall health and wealth indices are ranked highly. Moreover, others have questioned the association between the gender equality of a nation and the size of the gender difference. Stoet and Geary (2013; 2015) analysed data from four PISA assessments (involving 1.5 million children), including the 2003 data set mentioned above in the analyses by Guiso et al. (2008) and Else-Quest et al. (2010). Stoet and Geary (2013) found that several countries (Iceland, Sweden, Norway and Finland) were driving the correlation between GGI measures and the magnitude of the gender difference in the 2003 assessment; once these countries were removed, the correlation between GGI and the gender difference in mathematics diminished. It is important to point out that despite having the lowest mathematics gender gap, in terms of the overall achievement gap between males and females (the average across mathematics, reading and science), Finland, Norway and Iceland were the top three OECD countries. Collectively these findings suggested that no country had successfully reduced gender differences in achievement in all subjects.

Despite their influence, PISA findings have been criticised by a number of academics for the negative effect they have on individual countries’ education policies by encouraging short-term thinking to move up PISA rankings (Meyer et al., 2014). It has also been criticised for its lack of longitudinal datasets, making year-on-year comparisons difficult (if not impossible) and for its uneven sampling methodology across regions/countries (Goldstein, 2004). Kreiner & Christensen (2014) argue that the uneven sampling results in model misfit, arguing that the Rasch model is inappropriate for interpreting PISA data. Individual countries also have specific circumstances which hinder interpretation of their data in relation to other countries. For example, socio-economic factors are thought to contribute to gender differences in educational outcomes and/or the gender ratio of the samples that participate in the PISA assessments; these factors may contribute to the large gender differences in PISA scores reported for some countries such as Bulgaria and United Arab Emirates (European Commission, 2013; Gortazar, Herrera-Sosa, Kutner, Moreno, & Gautam, 2012; IEGE, 2013; McFarlane, 2014; OECD, 2015a; 2015b).

It should be noted that the findings of more recent PISA and TIMSS assessments have been published since this review was conducted.
Test Score Variance

The majority of studies that compare genders usually extrapolate claims to whole populations based on large-scale sampling, rather than focusing on self-selected or truncated samples of the right tail (i.e. higher end) of the distribution, which is of interest to this review. However, some studies also include measures of ‘talent’ in their research agendas, which are presented as variance ratios (Hedges & Nowell, 1995; Nowell & Hedges, 1998).

Variance ratios (VR) are calculated by comparing the proportions of males to females in the right-hand (top five and/or 10 per cent) of the score distribution for each dataset. Greater male variance is indicated by VR > 1.0 and greater female variance is indicated by <1.0, assuming normality in the distribution of scores. ‘Talent’ in the context of studies of cognitive ability refers to the highest percentiles of the right tail of the distribution.

Studies focusing on talent query the imbalance between high-performing men and women in STEM fields which are linked to economic success. The wage gap between men and women is usually attributed to lack of participation in these disciplines. This difference in subject participation is also considered ultimately responsible for highly visible indicators of gender difference, such as the awarding of Nobel prizes or the Field Medal in mathematics, which are heavily skewed towards male recipients.

Johnson, Carothers and Deary (2008) provide an overview of the historical thinking associated with variability of male and female cognitive abilities, proclaiming that the idea emerged in the late nineteenth century and became entrenched in mainstream thinking in the early twentieth century with the advent of Thorndike’s (1906) testing of general intelligence. The authors used data from two population-representative samples of general intelligence test scores; the Scottish Mental Survey of 1932 (SMS32) and the Scottish Mental Survey of 1947 (SMS47). SMS data indicated greater variance in males than in females and found some evidence that this greater variance existed at the higher end of general intelligence, but they also found that the lower half of the distribution of general intelligence made a greater contribution to this greater variance than did the upper half. A caveat is that this data comes from children aged 11–12, prior to the development of cognitive maturity that may reveal different distribution shapes and mean differences.

Maccoby and Jacklin (1974), Feingold (1988, 1992) and Hyde et al. (2008) argued that males’ test scores in mathematical ability and spatial reasoning demonstrate greater variability than those of females. Hedges and Nowell (1995) performed a meta-analysis of six large datasets between 1960 and 1992 and found that male test scores exhibit greater variability than female test scores in 10 of the 12 subject areas measured in the datasets. Female variance scores demonstrated greater variability in word memory and a coding speed test (the ability to find numbers quickly in a table). However, the latter finding only occurred in one dataset. Three other instruments measuring the same construct all demonstrated greater male variance (1995, p.43). Male variance was typically 5–20 per cent greater than female test score variance overall.

Nowell and Hedges (1998) also found that across all subjects, instruments and years, the ratio of male variance divided by female variance was greater than one in nearly every instance (i.e. VR > 1.0). Thus, greater variance in male test scores than female test scores appears to be a general trend.

However, it is notable that while male variance is generally greater than female variance, this trend is erratic across instruments. Instruments with smaller sample sizes tend to record greater discrepancies in variance. Between-study variance, which measures variance between instruments,
indicates that the choice of instrument has an impact on the outcomes and therefore undermines claims regarding the population (Nowell & Hedges, 1998, p.24).

For example, the National Longitudinal Survey of Youth dataset from 1980 (NLSY80) displayed male-female variance ratios of 1.23 and 1.28 for mathematical knowledge and arithmetic reasoning, respectively, from a sample size of 592, whereas larger datasets from similar years (High School and beyond (HSB), 1980, 1982) recorded slightly lower variance ratios of 1.16 and 1.18, respectively, from samples sizes of 12,534 and 11,623 (Nowell & Hedges, 1998, pp.30–31). Smaller variance ratios appear to be linked to larger-scale studies, giving a truer picture of the difference in distribution shapes in the population.

Furthermore, data from Nowell and Hedges (1998, pp.32–33) seems to confirm stereotypes, in that males are over-represented in the upper tails of science and mathematics score distributions by 2:1 and 1.5:1, whereas females are over-represented in the upper tails of reading and writing at a rate of 1.4:1 and 2.5:1, respectively. These trends appear to hold across instruments and across time periods in the data presented. The gender differences in the tails of the distributions are mostly accounted for by mean differences in scores between males and females rather than differences in variance.

However, even with small average differences between male and female populations, these differences will be amplified at the tails of the distribution if there is unequal variance in female and male populations respectively. For the top five per cent, difference in sample variance contributes more in accounting for the remaining difference in representation (although the influence of mean difference remains consistent). This trend was repeated across instruments. Yu and Shauman (2003) note that the fraction of males to females who score in the top five per cent in high school mathematics remained constant at 2:1 between 1983 and 2003. Hyde et al. (2008) also observed a trend of greater male variance in test scores. All VRs, by state and grade, are >1.0 (range 1.11 to 1.21) (Hyde et al., 2008, p.495). Hyde et al. note that in the dataset, above the 99th percentile, there were a ratio of 1.45:1 males for every female for white ethnic groups, although the trend is reversed for Asian Americans, with a ratio of 0.91:1 males for every female. Nowell and Hedges conclude that the lack of change in proportion ratios at the top end of the distribution is the most alarming threat to achieving equality, as the unequal number of men and women within this talent pool inevitably results in more males than females being represented in STEM occupations.

When factoring in gender equality, Guiso et al. (2008) found that countries which score highly on the GGI measure (described in the previous section) exhibit a smaller gender gap in mean math performance as well as in the tail of the distribution. Using PISA 2003 data, they found that women performed well in both mathematics and reading in societies with greater gender equality. Consistent with Guiso et al., are the findings of Pope and Sydnor (2010), who demonstrated that, in regions of the United States where men and women are viewed as more equal, there were smaller gender disparities in both mathematics and reading. Hyde and Mertz (2009) found a positive correlation between the number of female representatives in International Mathematical Olympiad teams and those countries’ GGI (using 2007 data).

In contrast with the findings of Guiso et al. (2008), Machin and Pekkarinen (2008) found no relationship between gender equality and the gender gap at the top end of the distribution. Using the same data from the 2003 PISA cohort, they investigated whether higher variance in male test scores is replicated across borders and cultures and also explored the relationship between gender equality and the magnitude of the gender gap at the top end of the distribution. In 35 of the 41 countries for which data was obtained, the variance ratio indicated that boys’ scores had greater variance than girls’ scores for both mathematics and reading. Boys generally outscored girls in
mathematics ability with the girls outscoring boys in reading ability. These trends impacted on the number of boys and girls in the tails of the distributions – for maths, in 35 countries, there are more boys than girls in the top five per cent. For reading, 36 countries have more girls than boys in the top five per cent, and in 39 countries, more boys than girls in the bottom five per cent of scores. The authors noted that the variance difference was in fact greater in countries with better overall performance.

Benbow and Stanley (1980; 1983) showed that males outperform females by approximately half a standard deviation (i.e. 0.5 SD) in the mathematics SAT test and that this representation was extended to a ratio of 13:1 for those who score more than 700. The authors argued that the causes of this disparity must be biological on the basis that the participants in the studies had all experienced the same education. This reasoning has been questioned by many in the field, and is undermined, for example, by the findings of Halpern (1992) who reported that the ‘mathematics gap’ was decreasing over time.

Ellison and Swanson (2010) point out that as SAT scores increase beyond 600, the proportion of females as a proportion of total test takers declines rapidly. There is a 2.1:1 male to female ratio of American students who score more than 800 on the SAT in mathematics when applying for university. They use this statistic to justify examining performance more closely at the top end of the distribution. The authors adopted an innovative approach to examining gender gaps in the upper tails of the distribution in mathematics performance by looking at entrants to the American Mathematics Competitions (AMC). One drawback of this approach is that the sample is self-selected as participation is voluntary, although the questions are designed to discriminate between students at the top end. A second drawback is that women are more underrepresented among high scorers in the AMC than among students with comparable performance on the SATs, suggesting that girls are less attracted to participating in the AMC (Ellison & Swanson, 2010, p.110). This is borne out by the imbalance of females to males at the top end of the AMC. Of test takers who score 100 or more (out of 150), there is a male to female ratio of 4.2:1 (ibid., p.116) (five girls versus 90 boys scoring 136.5 or higher on the AMC 12 test in the 2007 cohort). The authors find that the highest-achieving girls in the United States are concentrated in a small set of elite schools, in contrast to the wider participation among boys, suggesting that not all girls with strong mathematics abilities are being well-served by the American education system. They also note that schools with girls who score highly on the AMC tend to have smaller gender gaps overall.

Ellison and Swanson (2010) demonstrated that fewer girls volunteer for consideration in mathematics competitions. The authors suggest that the lack of participation in mathematics competition is symptomatic of a United States educational system which fails to develop girls’ mathematical talent (ibid., p.124). If social factors make girls less likely to join math teams or take advanced online courses, then they will be more underrepresented when we examine achievement levels at the top end of the distribution. These authors noted that high-achieving girls come almost exclusively from high-achieving schools and suggested that girls can thrive in environments which encourage advanced learning. This claim and the data on which it is based are also compatible with the explanation that there is less variance in the female population with regard to mathematical and numerical reasoning.

Wai, Cacchio, Putallaz and Makel (2010) examined the ratio of males to females among the top 0.01 per cent of seventh graders (12–13 years old) taking the SAT test of mathematical reasoning between 1981 and 2010 (a sample size of more than 1.6 million). In the early 1980s, the ratio of boys to girls was 13.5:1. By the early 1990s, this ratio declined rapidly to approximately 4:1. For the two most recent decades for which there are complete data (1991 to 2010), the male/female ratio has remained relatively stable, with a ratio of 3.83:1 for the period 2006 to 2010 (ibid., p.415). This trend
therefore appears to have persisted despite significant attention from academics and politicians to address the gender gap. However, girls have consistently outnumbered boys at the highest levels of verbal reasoning and writing ability across the same time period. There are equal numbers of males and females at the bottom of the distribution, but at the top, the male/female ratio declines to 0.7–0.8 males for every female. Females from the United States therefore seem to have a small but clear and consistent advantage over males in conventions of standard written English and verbal reasoning ability.

Lastly, exploring trends in test score variance in the UK, Bramley et al. (2015) also inspected test score variability in their analysis of gender differences in GCSE performance. Again, using the ‘probability of superiority’ statistic, they found that girls were overrepresented at the top end of the distribution compared to boys in all GCSE subjects, with the exception of four STEM specifications. However, the authors note that girls were overrepresented at the top end of the distribution in alternative specifications offered for mathematics and physics. In contrast, boys were overrepresented in the bottom five per cent of the distribution for the majority of specifications. With regard to A-levels, data from 2014 candidates shows that a slightly higher percentage of boys gained A* grades in maths, further maths and chemistry than girls, however slightly more girls gained A* grades in geography, biology and physics than boys (Smithers, 2014); thus, boys are not consistently overrepresented at the top end of the distribution in STEM subjects at A-level either.

**Developmental Differences**

Neuroscientists have found few sex differences in children’s brains beyond the larger volume of boys’ brains with more neurons (even correcting for body size) (Halpern et al., 2011), though women have a higher percentage of grey matter, and their brain growth is completed earlier.

Lenroot et al. (2007) examine the trajectories of brain development in males and females by performing multiple magnetic resonance imaging (MRI) scans on a cohort of 387 between the ages of 3 and 27. Individuals with learning, developmental, or medical conditions linked to brain development were not accepted into the study. The authors noted that average male brain size was 10 per cent larger than females’ and that total cerebral volume peaked at age 10.5 in females and 14.5 in males. Both cortical and subcortical grey matter trajectories follow an inverted U-shaped path with peak sizes one to two years earlier in females than males. Research attempting to link neural gender differences to cognitive gender differences has not yielded many conclusive findings (Hines, 2011); thus, it remains unclear how these findings relate to learning, either generally or within specific subject areas (Pinker, 2002, p.346).

**Impact of School on Development**

Regardless of the ferocity of the nature/nurture debate, considerable uncertainty exists regarding how males and females are impacted by the experience of the school environment and how this shapes their learning. At the cognitive level, Spelke (2005) argues that some gender differences stem from differing strategy choices, citing evidence that males tend to use spatial strategies more than females, which confers advantages to males in tasks which lend themselves to spatial problem solving (e.g., Johnson, 2004). Importantly, research has shown that gender gaps are reduced by altering the presentation of mathematics problems or by encouraging the use of spatial strategies in all students (Gallagher, Levin, & Cahalan, 2002).
Moreover, students with similar cognitive abilities may receive different test scores if incentives associated with high performance differ or are perceived to differ (Gneezy & Rustichini, 2000). Niederle and Vesterlund (2010) argue that the observed difference in males and females in mathematics at the top end of the distribution is the result of the differential manner in which men and women respond to a competitive test-taking environment. Eccles (1998) argues that girls and boys with approximately similar mathematics test scores hold differing opinions of their relative ability. This gender confidence gap is wider among gifted children than the less gifted (Preckel, Goetz, Pekrun, & Kleine, 2008).

Niederle and Vesterlund (2010) argue that the observed difference in males and females in mathematics at the top end of the distribution is the result of the differential manner in which men and women respond to a competitive test-taking environment. Eccles (1998) argues that girls and boys with approximately similar mathematics test scores hold differing opinions of their relative ability. This gender confidence gap is wider among gifted children than the less gifted (Preckel, Goetz, Pekrun, & Kleine, 2008).

Children are also sensitive to the gender-stereotyped beliefs and expectancies of their socialisers (Eccles, Adler, & Kaczala, 1982a; Eccles, Kaczala, & Meece, 1982b). For example, research in the United States has shown that parents hold differential attributions for girls’ and boys’ success and failure in mathematics, such as attributing boys’ success to talent, and girls’ success to hard work. Furthermore, children’s self-concept of their mathematics ability and their mathematical confidence are influenced more by their parents’ expectations than by children’s own past performance (Eccles et al., 1982a; Frome & Eccles, 1998).

Niederle and Vesterlund (2010) studied the effect of an incentive (reward) on the performance of males and females in given tasks. They conclude that females react differently when placed in a competitive environment, and that these different reactions result in observable performance differences between the genders. The biggest difference occurred in the mixed-sex experimental group receiving a payment. The authors concluded that women are not averse to competition, but are more averse to competing in situations with men rather than with other women, and that this affected their performance. This trend was visible in the proportion of top performers – the proportion of women in the top fifth performers dropped from 40 to 24 per cent. The authors claimed that the results demonstrated women shy away from competition while men embrace it (ibid., p.135).

Thus, girls appear to be sensitive to competition and the gender of their competitors affects their performance. In mathematics or other STEM subjects which are favoured by large numbers of male applicants, competitive anxiety is heightened for girls. If the competitive element of the task is part of the construct, such as performance in a competitive maths environment (e.g., taking part in the International Mathematics Olympiad), then high-pressure testing environments serve as good predictors of subsequent performance in this domain. However, if the competitive pressure is not part of the construct, then test producers need to consider how this biasing element may impact girls’ scores and lead to skewed selection procedures.

Huguet and Régner (2007) demonstrated that girls underperformed in mixed-sex groups when completing a complex figure recall memory task which was described as measuring geometry ability, compared to girls who completed the same task when it was described as measuring drawing ability. However, girls did not underperform in the mathematics condition when completing the task in all-female groups. No significant effect of task condition emerged in boys, and boys tended to perform better in same-sex environments than in mixed-sex environments. The abovementioned studies therefore suggest that boys are generally more confident than girls in terms of task completion, although the relationship between (over/under) confidence and subsequent performance in tests remains unclear.

Dee (2006; 2007) and Carrell, Page and West (2009) also noted that girls’ mathematics and science test performance was affected by their teacher’s gender in those subjects. The authors found that having a female mathematics or science teacher improved performances in these subjects by girls, and the effect was magnified for particularly gifted female students. This difference was exacerbated
by the relative numbers of male and female mathematics teachers. Dee (2007) reported that the proportion of female mathematics and science teachers decreased as students moved through school. A teacher’s gender did have a statistically significant effect on student test performance, teacher perceptions of students, and students’ engagement with academic material (p < .05), although Dee does not report effect sizes for these findings which are important given the large sample sizes being used. Given a sample size of more than 20,000, the reported difference of an increase in performance of 0.042 standard deviations for girls and 0.046 standard deviations for boys suggests this would result in a small effect size.

Collectively, these findings may have implications for single-sex schooling, which could be advocated as a solution to intervening variables such as female confidence and interpersonal communication. A provision for single-sex schooling in the United States was made via the No Child Left Behind (NCLB) act (Dee, 2006) which remains effective as of 2016 under title IX provisions of the successor legislation Every Student Succeeds Act (ESSA). Title IX of the United States Education Amendments of 1972 outlawed discrimination on the basis of sex in educational programs receiving federal funds (N.B. not impacting on the provision of fee-paying educational institutions), prohibiting single-sex classes in coeducational schools unless a specific educational objective or government target mandated such a change. Despite this, Dee (2006, p.69) reports that as of April 2006, 223 public schools in the United States offer gender-separate learning environments, from only four in 1998.

Outcomes associated with single-sex education may initially appear positive with more successful educational outcomes than coeducational schools. However, ‘apparent advantages dissolve when outcomes are corrected for pre-existing differences’ (Halpern et al, 2011, p.1,706). Single-sex education reduces boys’ and girls’ opportunities to work together and thus perpetuates negative stereotypes which are inculcated from society rather than their own personal experience and which may falsify these general impressions. Sullivan, Joshi and Leonard (2010) examined the impact of single-sex education on males’ and females’ educational and professional outcomes at various life stages. Single-sex schooling was found to have a positive effect on educational achievement for girls (but not boys). The most noticeable outcomes of single-sex education in this study were increased participation, and better performance, in gender-atypical disciplines in education and subsequent career. This appears to contradict the claim of Halpern et al that more consistent engagement with the opposite sex can play a positive role in reducing stereotype threat.

However, there are problems with claiming that educational outcomes are improved for females in single-sex schools. Single-sex schools tend to be private rather than public, with competitive admissions procedures. Therefore, the data from these schools is from pre-selected samples. Any claims about the efficacy of single-sex education on the basis of this data should therefore be interpreted cautiously. Additionally, United States data suggests that children in single-sex schools who are underperforming relative to their peers may transfer out of the single-sex school prematurely, which may inflate final school performance outcomes (Sweet, 2010, cited by Halpern et al., 2011). Ultimately, without blind assessment, randomized assignment to treatment or control groups with consideration of additional variables, judging the effectiveness of single-sex education is extremely difficult.

Hannay (2016) demonstrated that socio-economic variables likely impact on student attainment more than the gender make-up of the educational institution. Regarding overall GCSE attainment, the author showed that the gap between single-sex schools and mixed schools closes from 20 percentage points to less than three percentage points, when controlling for admissions testing, prior academic attainment at KS2, proportion of pupils with English as an additional language (EAL), the proportion of disadvantaged pupils measured by eligibility for free school meals (FSM) and the
Deprivation Pupil Premium (DPP), and special educational needs (SEN). He concludes that single-sex secondary schooling for girls offers some benefits as measured by GCSE performance, but that any gain by boys is marginal.

**Stereotype Threat**

An additional explanation of observed differences may be ‘stereotype threat’ (ST). ST refers to lower test performance by individuals who feel at risk of conforming to negative stereotypes of their group abilities (Huguet & Régner, 2009, p.1,024; Steele & Aronson, 1995). Devine (1989) highlights that stereotypes are entrenched in children before they develop the necessary cognitive abilities for mathematical reasoning or the critical skills necessary to question the impressions conveyed to them by adults.

There are a few studies which support the theory that stereotyping may be a factor in observed differences in performance between girls and boys. For example, Stevenson and Newman (1986) found that mothers’ perceptions of daughters’ cognitive abilities made in the fifth grade were good predictors of the daughters’ attitude towards reading in the tenth grade. Jacobs (1991) found that parents’ perceptions of their children’s mathematics abilities mediated their children’s perception of their own abilities. Frome and Eccles (1998) expanded upon these earlier studies by using structural equation modelling with longitudinal test data and attitude questionnaires to investigate a potential causal connection between parental beliefs and girls’ and boys’ self-evaluation. Using data from 914 sixth-grade students (age 11–12), the authors found that students’ impressions were mediated by the gendered nature of parents’ perceptions, independent of what grades they were actually awarded, and that this trend became noticeable between the fifth and seventh grades.

Stereotype activation is therefore in place from an early age and is likely to be an integral component of ST. Using the same experimental manipulation as described above, in which school students completed a complex figure recall memory task when it was described as either a geometry or drawing task, Huguet and Régner (2009) reported that girls demonstrated the effects of ST even if they explicitly denied the negative gender stereotype when completing a self-evaluation questionnaire. Therefore, participants need to be primed in the stereotype to produce the deficit in performance, but do not need to endorse the stereotype. Aronson et al.’s (1999) study suggests that high achievers are more susceptible to this effect, or that the effect is more noticeable in high achievers – those who identify strongly with the subject as well as the stereotype will be affected more by the threat. It is noteworthy that boys are also subject to the effects of ST. For example, Huguet and Régner (2009) also demonstrated better test performance in boys that were told they were taking a geometry test compared to boys that were told they were completing an art exercise.

To mitigate ST effects, Steele (1997) proposed an approach called ‘wise schooling’. This is an approach to education that seeks to establish strong teacher-student relationships and positive role models, to emphasise potential student ability rather than focusing on their limitations, emphasis on intelligence as something malleable rather than fixed or deterministic, and workshops to share personal experiences. Steele (1997) introduced a programme with these features as part of a controlled experiment. Outcomes demonstrated that African American students enrolled in a programme of ‘wise-schooling’ achieved significantly higher grade point averages (GPAs) than others not enrolled on the programme. Importantly, African Americans’ test scores were more consistent with European-American participants on the programme, demonstrating that a more egalitarian approach to education results in more egalitarian outcomes.

---

6 The DPP is additional funding provided to publicly funded schools in England to raise the attainment of disadvantaged pupils ([https://www.gov.uk/guidance/pupil-premium-information-for-schools-and-alternative-provision-settings](https://www.gov.uk/guidance/pupil-premium-information-for-schools-and-alternative-provision-settings)).
Cadinu, Maass, Rosabianca and Kiesner (2005) used structural equation modelling to characterise ST explicitly as performance-mitigating intrusive thoughts that occur during task performance. Sixty female university students were divided into two groups and asked to complete a series of mathematics questions. The experimental group were informed that studies had demonstrated that males performed better at such tasks. The control group were informed that there was no measurable difference between males and females in task performance. Participants were asked to record any intrusive thoughts that occurred to them as they completed the task. The authors found that the experimental group performed significantly worse than the control group, and exhibited a higher incidence of negative thought intrusion. Their model suggested that negative thought intrusions related to mathematics mediate the effects of ST on performance. That is, awareness of stereotype threat leads to an increase in negative domain-specific thinking, which in turn leads to a decrease in performance.

The ST hypothesis has been challenged, however, as a meta-analysis of all stereotype threat studies conducted prior to 2012 revealed that only 55 per cent of studies with adequate experimental designs in fact replicated the effect of stereotype threat on females’ performance (Stoet & Geary, 2012). Others have suggested that ST effects have been inflated due to publication bias (Flore & Wicherts, 2015). Nonetheless, a subsequent and more recent review of several meta-analyses suggests that ST effects are in fact robust (Spencer, Logel & Davies, 2016).

**Test Anxiety**

Academic anxieties are another potential explanation for gender differences in performance. Test anxiety describes negative emotional reactions to evaluative settings and encompasses physiological (bodily reactions) and cognitive (intrusive thoughts) components (Hembree, 1988). On the other hand, mathematics anxiety and science anxiety describe negative emotional reactions elicited specifically by mathematics and science, respectively (Hembree, 1990; Mallow, 1994). Test anxiety, mathematics anxiety and science anxiety are interrelated yet are considered distinct constructs (Mallow, 2006).

Importantly, an abundance of research has shown that girls and adult females report higher test anxiety, maths anxiety and science anxiety than do boys and adult males, and gender differences in test and maths anxiety emerge in the primary school years (e.g., reviewed in Devine, Hill, Carey, & Szücs, 2018; Hembree, 1988; Hembree, 1990). Furthermore, many studies have revealed moderate negative associations between academic anxieties and academic achievement/test performance (Hembree, 1988; Hembree, 1990). However, research has not consistently shown that the academic anxiety-performance relationship differs by gender. For example, some studies have shown stronger correlations in girls than boys (e.g., Devine, Fawcett, Szücs, & Dowker, 2012), yet other studies have revealed no gender differences in the correlation between academic anxiety and performance (e.g., Cassady & Johnson, 2002; Ma, 1999), or revealed stronger correlations in males than females (McCarthy & Goffin, 2005). Academic anxieties have also been linked to task avoidance and course drop-out (Hembree, 1990).

**Participation in STEM Subjects**

Compounding the problem of unequal participation in STEM courses and careers is the finding that women who are equally able to their male counterparts choose to leave mathematics and science majors at a higher rate than men (Stage & Maple, 1996). This is known as the ‘leaky pipeline’ phenomenon.
Hyde et al. (2008) concluded that the discrepancy between men and women at the top end of the distribution is unable to account for the imbalance in representation in some STEM academic pathways. For example, university engineering courses average only 15 per cent female participation in the United States. Thus, test scores only play part of the story in determining female representation in STEM subjects as those who possess the aptitude clearly get ‘lost’ somewhere along this trajectory. Additionally, those who do elect this pathway have a higher drop-out rate than their male peers. The *Women’s Experiences in College Engineering* project, funded by the National Science Foundation and the Sloan Foundation, writes that the exit of many young women is not driven by ability, but rather by women negatively interpreting their grades and having low self-confidence. They also expressed dissatisfaction with the levels of competition, lack of support, and discouragement from faculty and peers (Goodman Research Group, 2002).

Pell (2014) identified four critical periods for the retention of women in science – early childhood, adolescence, college and the job entry period. From Cambridge Assessment Admissions Testing’s perspective, it is the first three which will impact on take-up of science-based subjects and subsequent application for admission to STEM degrees. Active encouragement through education by parents, teachers and other mentors is crucial to both males and females deciding to pursue STEM careers. A lack of support for women in any of the critical periods identified will lead to under-representation at university.

Ceci, Ginther, Kahn and Williams (2014, p.75) argue that it is the second of these periods (adolescence) that is most pertinent with regard to female participation in academic science careers in the twenty-first century. The authors present evidence of increasing gender equality in representation in STEM subjects that, combined with improving test scores by girls in STEM subjects in school, can no longer explain under-representation in certain STEM programmes, at least in the United States context. Instead, they identify a trend that women are more likely to elect health and public-facing occupations instead of pursuing mathematics-intensive careers in academic science. The authors used the American Community Survey (2012), which provides census-based information regarding the United States population, to investigate degree attainment of women and men up to the ages of 30 to 35. They found that more women than men had master’s degrees (27 per cent vs. 21.8 per cent) and professional degrees (9.1 per cent vs. 7.9 per cent) although of those employed, more than twice as many men were in science and engineering professions than women (37.4 per cent vs. 18.3 per cent). However, if health practitioners and educators are included, the proportion of men and women involved in science-based careers approaches equality (51.2 per cent vs. 45.2 per cent). The authors conclude that during adolescence, girls are more likely to make a conscious choice to pursue health-related professions even if their mathematics achievements match those of their male counterparts. Similarly, Morgan, Gelbgeiser and Weeden (2013) reported that gender differences in occupational plans expressed by high school seniors (from 2002 data) could not be explained by differences in math coursework in high school, although girls were more likely than boys to plan a biological/health occupation (27 per cent vs. 11 per cent).

On the other hand, Wang, Eccles and Kenny (2013) longitudinal research indicated that secondary school students’ career choice was related to their relative mathematics and verbal skills in 12th grade. That is, students who performed highly in mathematics and verbal abilities were less likely to pursue STEM careers than were students with high mathematics and average verbal abilities; that is, those with higher mathematics abilities relative to other skills. The authors speculated that students with high abilities across both domains may have a wider range of career opportunities available to them than students who excel only in mathematics. As there were more female students in the group with high abilities across both domains, the authors suggested that the wider choice of
careers across both STEM and non-STEM fields available to females may contribute to females’ underrepresentation in STEM careers.

In their review, Ceci et al. (2014) provide little evidence to support the idea that sex discrimination in employment and application procedures contributes to females’ underrepresentation in STEM fields. Instead, their review suggests that gender differences in subject preferences and attitudes that emerge earlier on in learning may make a larger contribution to the differential uptake of STEM careers in males and females. However, as noted by Cheryan, Ziegler, Montoya and Jiang (2017), Ceci et al.’s (2014) review only touches on research addressing why gender differences in subject preferences and attitudes emerge in the first place. They suggest that such differences may relate to ability perceptions and to gender stereotyped messages about mathematics and science careers (Perez-Felkner et al., 2012 as cited by Ceci et al., 2014).

Indeed, research by Elwood (2005) suggests that teachers’ perceptions of students influence tiering decisions in GCSE mathematics, which may contribute to the lower rates of girls studying mathematics beyond GCSE in the U.K. When GCSE mathematics had three tier options, more girls were entered for the intermediate-level examination (for which the maximum grade is B) than the higher tier, due to teachers perceiving girls as being more anxious and less confident in mathematics (Stobart, White, Elwood, Hayden, and Mason, 1992). Thus, entry decisions were based on perceived emotional factors rather than girls’ competence. As schools often have minimum grade requirements for studying A-level mathematics (e.g., A grades), entry of more girls into the intermediate tier may have resulted in a disproportionate number of girls being unable to continue with mathematics to A-level. Although Bramley et al. (2015) reported equal proportions of girls and boys entering mathematics and other STEM subject GCSEs in 2015, mathematics entries were not reported separately for the foundation and higher tiers.

More recently, research by Vitello and Crawford (2018) investigated gender differences in tier entry for GCSE subjects in student records in the National Pupil Database, a database containing exam results and demographic data for pupils in England. Vitello and Crawford found that the odds of a female student being entered into the foundation tier was 1.3 times the odds for males for science GCSEs, and over 2.6 times the odds for males for mathematics GCSEs. These authors noted that the gender effect was reversed for language GCSEs, with males being more likely to be entered to the foundation tier than females for language GCSEs. Further research is needed to investigate the impact of tiering on girls’ uptake of STEM subjects beyond GCSE. Smithers (2014) notes that at A-level, males outnumber females in mathematics, further maths and physics entries, however the proportions of males and females entering some other STEM subjects such as chemistry and geography is more balanced, while females outnumber males in biology entries.

Another potential influencing factor in girls’ participation in STEM fields is the lack of self-esteem that women are claimed to feel during adolescence (Eccles, 1998). In 1992, the American Association of University Women (AAUW) published a report entitled How Schools Short-change Girls. This report collated the findings of more than 1,300 published studies and synthesised the findings with a national survey (Short-changing Girls, Short-changing America) which explicitly linked girls’ self-esteem with their school environment and the content of what they learned in the classroom. This directly led to the Goals 2000: Educate America Act, a reform passed in 1994. The authors claimed that this was unintentionally caused by a competitive environment in which boys dominate discussion (boys are eight times more likely to call out in class than girls) and by devaluing classroom participation by girls when it occurred (boys are more likely to receive precise comments on their contributions than girls) (Sadker & Sadker, 1994). The AAUW report concluded that lower self-esteem would result in lower confidence, lower academic achievement and therefore different choices regarding academic pathways.
However, this picture is not universally accepted. Although Maccoby and Jacklin’s (1974) study of gender differences identified males as more assertive, aggressive and less anxious, the effect size of the difference between the genders regarding self-esteem was very small (Feingold, 1994, p.449). Subsequent meta-analyses have confirmed that gender differences in self-esteem range from small to medium and emerge across cultures (e.g., Bleidorn et al., 2016; Kling, Shibley Hyde, Showers, & Buswell, 1999). Similarly, Harter, Waters and Whitesell (1997) and Harter, Waters, Whitesell and Kastelic (1998) analysed ‘voice’ in adolescent girls and boys to determine which group felt more able to express their opinions openly. Boys and girls aged 12 to 17 were asked to complete a questionnaire measuring voice. This questionnaire tapped the extent to which teenagers were able to express their opinions, share their thoughts, and express their values and feelings with peers, parents, and teachers. The authors found no significant differences between girls’ and boys’ scores in terms of ‘voice’ and found that girls and boys became more open and willing to express their voice as they got older. The authors concluded that both girls and boys felt they had a stronger voice when supported by parents, teachers and friends.

Self-competence beliefs such as academic self-efficacy (belief in one’s ability to successfully carry out a task, Bandura, 1997) and self-concept (appraisal of oneself, which can be general or specific e.g., as a mathematician, Wills-Herrera, 2014) have also been linked to academic motivation and subject choice (Betz & Hackett, 1983; Eccles, 2011; Pajares, 2002). Research has shown that both constructs are related to academic achievement and that domain-specific self-efficacy is more strongly related to academic achievement than self-esteem (Mone, Baker, & Jeffries, 1995; Multon, Brown, & Lent, 1991).

Gender differences in self-beliefs have been mixed, with different patterns emerging depending on the subject of interest (Fan, 2011; Huang, 2013). A recent cross-national meta-analysis revealed that boys had higher mathematics self-efficacy than girls (Huang, 2013). Importantly, this difference was most marked at the upper secondary school level, supporting the conjecture that girls and boys have similar levels of mathematics self-efficacy during early schooling, but boys develop higher levels of self-efficacy by early adolescence (Pajares, 2002). Similarly, OECD’s summary of the 2012 PISA assessment revealed that the gender gap was much wider in mathematics self-efficacy than in science self-efficacy, and was widest for items in which students had to rate their efficacy in solving problems with gender-stereotypical content (OECD, 2015a). OECD also reported that girls had significantly lower maths and science self-concept beliefs than boys. As mentioned earlier in this review there is evidence to suggest that children’s self-concept in mathematics may be influenced by socialisers’ beliefs and expectations (Eccles, 1982a).

Eccles’ expectancy-value theory explains gender gaps in STEM subject uptake and performance in terms of psychological, social and cultural forces (Eccles et al., 1983; Eccles, 2011). This theory links two sets of beliefs to academic choices: an individual’s expectancies (e.g., expectations for success) and their subjective task values (e.g., interest in a task, perceived usefulness). However, an individual’s beliefs are influenced by various other factors including the cultural milieu (e.g., gender roles, gender stereotypes), a person’s achievement-related experiences, affective reactions (e.g., anxiety), a person’s goals and self-perceptions (e.g., self-concept), as well as socialisers’ beliefs and expectations. Thus, the expectancy-value theory encompasses many of the ideas discussed throughout this review. This theory has received a lot of empirical support, particularly through longitudinal research (reviewed in Eccles, 1994; 2011; and Fan, 2011) and mathematics task values have been found to be linked to gender differences in STEM career attainment (Wang, Degol & Ye, 2015).
In relation to the abovementioned review by Ceci et al., (2014), Halpern (2014) argued that the gender gap debate should focus on gender gaps in specific disciplines on the basis that unequal progress has been made. For example, the magnitude of gender differences varies when comparing fields that are spatial-mathematics intensive (e.g., engineering, mathematics/computer science and physical sciences) and fields that are not (e.g., life science, psychology, and social science). Each STEM discipline now seems to face unique challenges. In a similar vein, more recent reviews of gender disparities in STEM participation have disaggregated STEM fields (e.g., Cheryan, Master, & Meltzoff, 2015; Cheryan et al., 2017).

Method Effect

Despite large gains made by female students, in many cases now surpassing males in test scores, this review has presented evidence of a common theme of males outperforming females in large-scale standardised tests which are predominantly formed of multiple-choice questions. This section will examine whether males and females respond differently to multiple-choice questions and what explanations are offered if this is the case.

Research in the 1980s indicated that gender bias was more pronounced in multiple-choice questions than in essay-style questions (Ferber, Birnbaum and Green, 1983; Heath, 1989), although these findings coincide with broader trends of gender differences which were prevalent during that decade. Ferber et al. (1983) found that males outperformed females on both multiple-choice and essay-style questions, whereas more recent test evidence has shown a marked improvement in female performance in all areas, most noticeably in essay-style questions, in which they now routinely outscore males.

Research has sought to address the method effect associated with multiple-choice questions in different subject areas. In the UK, Elwood (1999) found gender differences on GCSE coursework (which typically includes a range of question styles such as written papers, multiple-choice tests and practicals), and revealed that girls outperformed boys across several subjects. However, boys showed greater score variation than girls, and coursework performance had more of an impact on boys’ overall exam scores than girls’. Elwood also noted that in general, coursework had less of an impact on final grades than was intended. More recently, Bramley et al. (2015) found that gender differences on written papers with multiple-choice questions varied by subject; however, only two specifications with multiple-choice questions were included in their analysis for comparison to written papers with other question types. Comparing a larger selection of written papers with short and long-answer questions, they reported that girls and boys performed equally on written papers comprised of short-answer questions, but girls performed better than boys on papers with long or essay questions.

Arthur and Everaert (2012) investigated the impact of examination format on performance in accounting and found that females outperformed males in constructed-response items, and to a lesser extent in multiple-choice items. The authors presented this as evidence that multiple-choice items favour males on the basis that the score difference between females and males would be greater if multiple-choice items had not been used in the test. However, assuming that the genders should perform equally by default, the results instead suggest that there is no gender bias in multiple-choice questions and that constructed response items appear to be biased in favour of females.

To explore the impact of different methodological characteristics, Buck, Kostin and Morgan (2002) investigated differential item functioning of gender in advanced placement exams for United States
The authors found differences between male and female test scores were based more on item content than item type. Differences between genders were found to be consistent for topic across item types (free response or multiple choice). The authors concluded that multiple-choice items were not intrinsically biased against female test takers. Additionally, Du Plessis and Du Plessis (2009) performed an experiment whereby multiple-choice items were paired with free-response item types in a first-year economics test for undergraduate students enrolled on an economics course. Similar to Buck et al, the authors found no evidence of differences between test scores for males and females on three different first-year undergraduate economics tests when conducted using multiple-choice items.

Various authors have noted the impact of penalising incorrect responses in multiple choice tests on males’ and females’ behaviour. Du Plessis and Du Plessis (2009) explored this question, although found no evidence of a guessing differential between males and females in multiple choice items, even in situations when incorrect guesses were penalised. Kelly and Dennick (2009) found the opposite for undergraduate medicine course performance though, noting substantial gender bias relating to ‘true-false-abstain’ (TFA) item types in which incorrect responses are penalised. The authors present longitudinal data to support their claims. Across eight years of data for the first two years of an undergraduate medical curriculum, multiple-choice questions were found to contain the highest disparity between genders. Males were found to be 16.7 times more likely to outscore females in tests containing this item type. The proposed explanation for this large discrepancy is the higher propensity among females to abstain, with a corresponding result that males outscore females by three per cent. This trend extended to true/false questions in anatomy and physiology. Female advantage was recorded in one year in which short-response items were included. The common argument is that multiple-choice items favour greater male risk-taking behaviour and more cautious response-solving strategies by female test takers (Kelly & Dennick, 2009).

Hirschfeld, Moore and Brown (1995) cites ‘willingness to guess’ as a source of gender bias in multiple-choice item types. The authors argued that tests which do not penalise test takers for incorrect responses show less gender bias than those which do. The authors concluded that this was because males were more confident than females in high-stakes testing environments.

This general finding was replicated by Baldiga (2014) who found that in situations in which test takers are penalised for incorrect responses, females respond to significantly fewer questions than males. However, Baldiga found no difference between males and females in terms of confidence (a self-reported measure for each item) or in participants’ knowledge of the materials presented to them (United States and world history SAT). Given a male and a female with similar self-reported probabilities of getting a question correct, the female is one-third more likely to omit the question than the male (Baldiga, 2014, p.443) if incorrect responses are penalised. This difference is explained via different risk preferences associated with the high-pressure environment, although Baldiga concedes that this accounts for only 40 per cent of the observed gender gap.

Some sociological explanations are offered for these observations, including males’ and females’ differing conception of success in competitive environments (score maximisation versus incurring few penalties respectively), and socialised passivity in females which feeds through to exam performance. Suggested explanations remain conjectural and require further exploration. Arthur and Everaert (2012, p.473) note that evidence of multiple-choice item types favouring males over females has been demonstrated in English-speaking countries, although they note that studies examining this question tend not to control for other variables that may impact on performance, such as prior university experience or cultural and socio-economic variables.

Generally speaking, the pattern of gender differences that is often observed across the three BMAT
sections described in the introduction correspond with claims made about gender bias in relation to specific testing methodologies (e.g., an advantage for males on multiple-choice questions; an advantage for females on essay-style questions). However, if the inclusion of multiple-choice questions in high-stakes standardised tests favours males over females, then this trend would be observable across all instruments and subject areas that employ multiple-choice questions, although may be mitigated (or magnified) by already observed trends such as male relative advantage in spatial and numerical skills, and female advantage in verbal skills. The research literature rather suggests that multiple-choice questions themselves do not necessarily discriminate against female test takers, although penalising incorrect responses has a clear impact on how both males and females interact with these items.

**Conclusions**

The report has investigated current educational literature to identify the extent to which gender differences identified in performance in STEM admissions tests may reflect the performance of males and females in STEM subjects more generally. The conclusions are summarised with respect to the research questions.

1. To what extent do differences in test scores represent some truth in the domains of interest in terms of:
   a. Sampling?
   b. Ability?
   c. Test score variance?
   d. Developmental differences?

Prior research suggests that males show performance advantages in mathematics, science and spatial abilities, whereas females have higher verbal and reading abilities. Recent international meta-analyses have shown that mean gender differences in maths and science have diminished over time, and that effect sizes tend to be small or medium. Recent UK research indicates that girls and boys have similar performance in STEM subjects at GCSE level.

Larger gender differences may exist at the upper end of the performance distribution. In the UK, boys are not consistently overrepresented at the high end of the distribution in STEM subjects at GCSE level. With regard to A-levels, there is a slightly higher percentage of boys gaining A* in mathematics, further mathematics and chemistry than girls, but a slightly higher percentage of girls gaining A* in geography, biology and physics.

STEM admissions test gender differences may potentially reflect gender differences at the upper end of the performance distribution in maths and chemistry, as candidates opting to take the STEM admissions tests are likely to be within the highest performing students.

A male advantage in spatial abilities and males’ tendency to use spatial problem-solving strategies is also relevant to some STEM admissions tests. Males show an advantage on problems which lend themselves to spatial strategies, yet this gender difference is reduced if spatial problem solving is encouraged in all students.

Some STEM admissions test problems require spatial problem solving, thus, spatial problem-solving strategies should be encouraged in preparation material for tests such as BMAT.

The gender difference in BMAT Section 3 likely reflects the pervasive female performance advantage in reading and verbal abilities and the tendency for females to perform better on essay questions than males.
2. To what extent do differences in STEM admissions test scores reflect a general societal bias against females in terms of:
   a. Participation in STEM subjects?
   b. Method effect?

Research suggests that many socio-cultural and developmental factors such as teacher gender, single-sex schooling, attitudes towards competition, academic anxiety, stereotype threat, self-beliefs and the gender-stereotyped beliefs of parents and teachers may influence performance and decisions to pursue scientific careers.

Gender differences in STEM admissions test performance may reflect the long-term influence of these socio-cultural and personal factors on females’ STEM education. For example, potential, high-calibre female students may have dropped out of STEM subjects earlier in their education and/or opted not to apply for medical or scientific courses of study. Gender differences could also reflect the consequences of test anxiety (or other academic anxieties), or stereotype threat on performance during admissions test administration.

Collectively, the research therefore suggests that gender differences in STEM admissions test performance are likely to reflect gender differences in factors outside of the tests.

Caveats – Publication Bias and Replicability
The report concludes with two caveats that emerged during the course of the literature review.

1. One caveat associated with the literature review is the sampling of papers. As the mean difference between males and females overall is small, then a large number of studies would be expected to return negative findings. However, in the literature search, the overwhelming majority reported significant differences between males and females. Studies reporting no differences between males and females tend to go unreported in the literature.

2. There is also the problem of replicability; studies in specific locations with particular instruments are rarely replicated across different samples. Studies tend to stand in isolation. There may be sufficient differences in data collection practices to undermine claims that different studies support each other in terms of their findings if there are substantial differences in the conditions in which the research was conducted.

One final caveat is that this review was concluded in 2018 and has not been updated to include more recent studies. Therefore, it excludes any additional findings that address questions about gender gaps in STEM subjects, and other possible contributing factors which have been added to the growing body of research. Gender differences in STEM continues to be a topic that generates a lot of interest and debate, as policies move towards widening participation in higher education.
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